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Abstract

(Ten) reasons why programming for multicore should be
avoided. In this tongue-in-cheek session we take a head-
In-the-sand approach to multicore programming. We
present a number of anecdotal reasons why you should
never program for multicore. Includes a rapid examination
of several case studies.

Warning: Content may be subject to exaggeration and
hyperbola - after attending this session you may never
write a parallel program again.
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1. Multicore is just a fad!

The Problem - Technology Shelf Life
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Growth in Cores - A well rehearsed story

Multi-core ramp accelerates in

Intel* dual-core volume exiting 2006**

Cores, Cores & more Cores

b e g ek e, 2 ardl cama s
pridrainaey B BUEMCT I RO W redcl

Intel single core to multi-core sh

» Today The software industry goes parallel
— Dual core Increase application performance & scalability
— Quad core
The Challenge

— Multi-socket solutions

+ The Future

* Serial applications can
not take advantage of
rmulticore platforms.

— 6&8& cores
By 2007, the majority ol
— many-core * Number of processor
i , s R&D coresis increasing.
Lk - — 80cores . e 43
Perfarmance * Remaining
e LR competitive requires
parallelizing serial
Performance com - - code or creating new
multi-core gains - e parallel applications.
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Silicon
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1. Multicore is just a fad!

X False
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2. My Program will run just the same
without any effort!

The Problem - No problems!
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The life of a program instruction
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Layers of Optimisation

Optimisation Implementation
Heuristics Direct Sound
Libraries IPP
Soft\Hard RT Win32\RTX
Code Generation Intel Compiler
Multicore Core 2 \1i7
ILP Execution Units
SIMD SSE\AVX
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3. The CPU automatically makes things
parallel - so I don’t need to.

The Problem - Wrong Information
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Cores Cores, Cores & more Cores

]
— Dual core
— Quad core ..
— Multi-socket solutions

+ The Future ....
— 6 &8 cores ....

— many-core

' R& D Oan00aED D0EDODED

: : : ~ 80cores anuuiony e

The life of a program instruction A0A0A00 1A000N0D
OaO0onaED DDoDODED

1. Instruction Reservation Reorder
Memo ‘read from Station 4. uops quensd Buffer
=T r o
Suh-s-gtun L=l [ 2

_._ Inst. Fetch ®
Branch Pred

ruction fed

R
Decoder

P
ag
=
H

Multiple
Execution units | |

=]
]
-]
1
u
]
IJ
-
LT
1]
B =
3 o g
B i
o [+ - =]
* 1 *
-] R ]
—o*— o

i G T e e, T
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The New Programming Challenge

“Everyone's happy—except perhaps
for the programmers, who must now
write code with threads of instructions
that must be executed together—in
pairs, quartets, or even larger
groupings.”

Samuel K. Moore / January 2011
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3. The CPU automatically makes things
parallel - so I don’t need to.

X False
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Case Study 1

An Engine Simulator
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The Simulation Environment
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The Simulation Frames

Tick

ADC
Complete

Interrupt
Request

(N

T2

Model

T3

Logger

T4

Script

Frame 1 Frame 2 Frame 3
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Matlab design of the Engine Simulator

4 Cylinder S1 Engine model
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Results on 100k loop simulation

No Auto- With Auto- Speedup

Vectorisation |Vectorisation

39.344 21.9 1.80
Core 2 5.546 \0.5-5\10.77

Speedup 7.09 45.52 76
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Vtune confirms reason for Speedup

CPU EVENT Without Vect With Vect

CPU_CLK_UNHALTED.CORE 16,641,000,448 1,548,000,000
INST_RETIRED.ANY 3,308,999,936 1,395,000,064
X87_0OPS_RETIRED.ANY 250,000,000 0
SIMD_INST_RETIRED 0 /63,000,000

Full paper available here:
http://edc.intel.com/Link.aspx?id=1045
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Reason for not parallelising

e OS did not support threads
— Old RTOS
— Incompatible runtime

e Already gained more than enough performance
Improvements
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4. Parallel programming makes
applications run slower!

The Issue - Granularity & Overhead
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Granularity
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4. Parallel programming makes
applications run slower!

X False
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5. No parallelism means no Errors. QED!

The Issue — Data Races and Deadlocks
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Data Races and Deadlocks

e The Issue - Dataraces and Deadlocks

Intel Inspector XE 2011

M Source Code Security Errors

¢ Summary

D @ Froblem Saurces State |Weight | Category 2 severity . . . S t t 1
P88 @  Uninitialized variable vol.cpp New 100 Intialization Error 72 ftem(s) R u n Sta tl c Se c u rlty An a I ys I S a I C
Z S " i Warning 73 item(s) H
Wvu\.cpp[gg]. error #12143: "tex->opacity” is uninitialized ‘ — \_ J A n a | yS I S

P70 @ Format to arg count mismatch getargs.cpp New 95 Format Bad free 1 tem(s)
Wgetargs.cpp[?&]: error #12068: number of format specifiers does not match number of arguments ‘ Big arg passed by value 42 ftem(s) \
—_

Pl @ Badfree find_and_fix_memory_errors.cop New 80 Memory Bounds violation on string 4 item(s) e )

find_and_fix_memory_errors.cpp(175): error #12375: referenced memory allocated through "operator new" is illegally Dead assignment 18 fem(s) H

e ks o Desdsatemen 2 e Run Memo ry Ana |ys is

Default initialization 1 item(s) D 1

P60 @ Divide by zero (possible) cylinder.cpp New 75 Other Diide by zero (possible) 1 ttem(s) \_ J y n a I I l I C
thnder.cpp[lil)‘ error #12062: possible divide by zero ‘ l‘ more

L .
P73 @ Unsafe format specifier parse.cpp New 70 Format Source } \n a | ys I S

parse.cpp(187): error #12329: specify field width in format specifier to avoid buffer overflow on argument 3 in call to pLepp 17 ftem(s) \
“fscanf" apigeom.cpp 8 item(s) 2\
o4 @ Unsafe format pech " 2 format apitrigeom.cpp 6 item(s) . .
Insafe format specifier parse.cpp e orma ndbor. op 1 tem(s) R u n T h re a d I n g An a Iys I S
Wparse.cpp[zﬂ]: error #12329: specify field width in format specifier to avoid buffer overflow on argument 3 in call to ‘ box.cpp 1 tem(s)
LT coordsys.cpp 2 item(s) / —
P75 @ Unsafe format specifier parse.cpp New 70 Format | more
parse.cpp(305): error #12329: specify field width in format specifier to avoid buffer overflow on arqument 3 in call to State \/
fecanf" w[f Mew 145 ftem(s)
Category I
CH+ 12 item(s) cI d
D bowpna e |ren e eaner code:
#X93 Uninitialized read (] vol.cpp:99 void * newscalarvol(void * struct vector,struct vector,int,int,int,char * struct ... New Tnitialization 4item(s)
Memory 4 item(s)
Other 45 item(s)
Fointer 10 item(s)
¥l more
Suppressed
Not suppressed 145 item(s)
Investigated
Not investigated 145 item(s)

] /
D 5. No parallelism means no Errors. QED! ##

Software & Services Group, Developer Products Division

Softwa re Copyright©® 2011, Intel Corporation. All rights reserved. *Other brands and names are the property of their respective owners. OptlleatIOﬂ I}
Notice




5. No parallelism means no Errors. QED!
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6. Multicore programs don’t get faster
on newer generations of CPU

The Issue — Scalability and Future Proofing
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Scalability & Future Proofing
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6. Multicore programs don’t get faster
on newer generations of CPU
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Case Study 2

Financial Institution
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Interactive Mode

Excel Front-end

Calculation engine

Micrgsalt”

Database
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Computer Farm
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Results

Build Option |Speed Comments
Msvc 24 Goes to 22.5 with SSE2 changes
iCL /02 18
/PGO 16.9
NO pgo |18
ADDING CILK FOR 25.5 CALLED 1 MILLION TIME
Cilk loop has 96 iterations
Sum product in each i elements
ARRAY NOTATION 19.5 USING REDUCE_ADD
Using MKL 17.2
With more MKL 16 WITh CDF (loop of 96)
SSE2 14.4
/pgo 13.8

Softwa re Copyright© 2010, Intel Corporation. All rights reserved. *Other brands and names are the
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Reason for not parallelising

e Code construct needed some heavy
lifting/reconstructing

e All class objects instantiated at start of program
— Done for performance reasons
— Means lots of global\shared

e Potentially suitable loops not doing enough work
— see how adding Cilk slowed down the code
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7. We, only let our parallel expert do
this, and he’s on holiday.

The Issue- Specialism
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Moving to Parallel — a view from some
developers

eTop 5 challenges
—-Legacy
—Education
—Tools
—Fear of many cores
—Maintainability

/. We, only let our parallel expert do this, and he’s on holiday. ##
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this, and he’s on holiday.
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8.Writing parallel programs is
expensive.

The Issue - Return on Investment
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Return on Investment

“Tipl: Just buy a faster machine!

First look at how much it will cost you to
make your program parallel. If it will take
say 2 months of coding, can you just buy a
faster machine that will give you the
speedup you want? Of course once you
reach the limits of a machines speed, you
are going to have to then do some

parallelization.”
Dr Yann Golanski, York

8.Writing parallel programs is expehsive. #H#
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8.Writing parallel programs is
expensive.

X False

intel.
L_-d Software & Services Group, Developer Products Division

Softwa re Copyright© 2011, Intel Corporation. All rights reserved. *Other brands and names are the property of their respective owners. OptlleatIOﬂ D
Notice




9. There are too many choices - ask me
again in a couple of years

The Issue — Standardisation & Perception
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Standardisation

ANSNMNISO |
NMulticore Ooen

INTEL® SOFTWARE DEVELOPMENT PRODUCTS Home Products News & Events
ASSOCTA

Resources

Intel® Cilk™ Plus Specification

Intel® Cilk™ Plus Language Specification and Application Binary Interface Specification

Intel® Parallel Building Blocks TSVl Domain- Established
Specific Standards

Intel® Intel®° Threading [ Intel® Array Libraries

Cilk™ Plus Building Blocks Building Blocks

Language Widely used C++ Sophisticated C++ Intel® Integrated Message Passing

extensions to template library for template library for Performance Interface (MPI)

simplify task and task parallelism data parallelism Primitives

data parallelism

MIX AND MATCH TO OPTIMIZE YOUR APPLICATIONS PERFORMANCE TR SlprERTE

Kernel Library

Compatible with Microsoft Visual Studio* and GCC*
Supports multiple operating systems and platforms

9. There are too many choices — ask me again in a couple of years
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Perception

Higher level TBB Containers
of

abstraction TBB algorithms

express intent

Array notations, map functions
available Cilk Plus and ArBB

Cilk spawn

Parallel for loops in Cilk,

1 Open SIMD, for loops
:_in OpenMP
\ I Locks, mutexes,
control over ) | TLS abstractions in TBB

- executlon -

e —-—

Data—centric Parallelism General Parallelism
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Case Study 3

VOIP Telephone Exchange
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A Voice Over IP telephone Exchange
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Goal

e Handle more concurrent calls
° By

— Migrating to multicore
— Improving the threading
— Using VTune to profile
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Results
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Concurrent Ports
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Reason for not parallelising

e Already gained more than enough performance
Improvements

e Bug-fixed existing parallelism
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Nine Reasons Why not to Program
for Multicore

Architectural
1. Multicore is just a fad!
2. My Program will run just the same without any effort!
3. The CPU automatically makes things parallel — so I don’t need to.
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- Programming Gotcha’s

4. Parallel programming makes applications run slower!

5. No parallelism means no Errors. QED!

6. Multicore programs don't get faster on newer generations of CPU
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Resource Issues
X « 7. We, only let our parallel expert do this, and he’s on holiday.
X o 8-Writing parallel programs is expensive.
X 9 There are too many choices — ask me again in a couple of years
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Thank you |

stephen.blair-chappell@intel.com
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Optimization Notice

Optimization Notice

Intel® compilers, associated libraries and associated development tools may include or utilize
options that optimize for instruction sets that are available in both Intel® and non-Intel
microprocessors (for example SIMD instruction sets), but do not optimize equally for non-Intel
microprocessors. In addition, certain compiler options for Intel compilers, including some that
are not specific to Intel micro-architecture, are reserved for Intel microprocessors. For a
detailed description of Intel compiler options, including the instruction sets and specific
microprocessors they implicate, please refer to the “Intel® Compiler User and Reference Guides”
under “Compiler Options." Many library routines that are part of Intel® compiler products are
more highly optimized for Intel microprocessors than for other microprocessors. While the
compilers and libraries in Intel® compiler products offer optimizations for both Intel and Intel-
compatible microprocessors, depending on the options you select, your code and other factors,
you likely will get extra performance on Intel microprocessors.

Intel® compilers, associated libraries and associated development tools may or may not optimize
to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel
microprocessors. These optimizations include Intel® Streaming SIMD Extensions 2 (Intel®
SSE2), Intel® Streaming SIMD Extensions 3 (Intel® SSE3), and Supplemental Streaming SIMD
Extensions 3 (Intel® SSSE3) instruction sets and other optimizations. Intel does not guarantee
the availability, functionality, or effectiveness of any optimization on microprocessors not
manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for
use with Intel microprocessors.

While Intel believes our compilers and libraries are excellent choices to assist in obtaining the
best performance on Intel® and non-Intel microprocessors, Intel recommends that you evaluate
other compilers and libraries to determine which best meet your requirements. We hope to win
your business by striving to offer the best performance of any compiler or library; please let us
know if you find we do not.

Notice revision #20101101
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Legal Disclaimer

INFORMATION IN THIS DOCUMENT IS PROVIDED "“AS IS”. NO LICENSE, EXPRESS OR IMPLIED,
BY ESTOPPEL OR OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS
DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS
OR IMPLIED WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR
WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR
INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Performance tests and ratings are measured using specific computer systems and/or components
and reflect the approximate performance of Intel products as measured by those tests. Any
difference in system hardware or software design or configuration may affect actual performance.
Buyers should consult other sources of information to evaluate the performance of systems or
components they are considering purchasing. For more information on performance tests and on
the performance of Intel products, reference www.intel.com/software/products.

BunnyPeople, Celeron, Celeron Inside, Centrino, Centrino Atom, Centrino Atom Inside, Centrino
Inside, Centrino logo, Cilk, Core Inside, FlashFile, i960, InstantlP, Intel, the Intel logo, Intel386,
Intel486, IntelDX2, IntelDX4, IntelSX2, Intel Atom, Intel Atom Inside, Intel Core, Intel Inside,
Intel Inside logo, Intel. Leap ahead., Intel. Leap ahead. logo, Intel NetBurst, Intel NetMerge, Intel
NetStructure, Intel SingleDriver, Intel SpeedStep, Intel StrataFlash, Intel Viiv, Intel vPro, Intel
XScale, Itanium, Itanium Inside, MCS, MMX, Oplus, OverDrive, PDCharm, Pentium, Pentium
Inside, skoool, Sound Mark, The Journey Inside, Viiv Inside, vPro Inside, VTune, Xeon, and Xeon
Inside are trademarks of Intel Corporation in the U.S. and other countries.

*0Other names and brands may be claimed as the property of others.

Copyright © 2010. Intel Corporation.
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